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NECESSARY CONDITIONS FOR HIGH-ORDER OPTIMALITY IN SYSTEMS
WITH DELAY

Abstract

A new representation of the second variation of a functional is obtained. On the
basis of that representation, the concept of a singular control of any order is introduced
(in the case of zero order, the control is singular in the classical sense).

A necessary conditions for the optimality of singular controls (in the sense
indicated) are obtained.

Optimal control problem in systems with delay is considered in present paper.
The analogous of theorems from paper [1] are proved. It must be noted, that the scheme
of proof here have principal new aspects besides the formal moments.

1. Consider optimal control problem

)= [l ) — Bhule) )t e T =[t5.1,], (1)

xe)=olehreT, =[ty — hto],
Cult)eUcCE teT, (2)
()= o(x{r, N> min, 3)

where x={x,,...,x, )' is vector of phase coordinates, = (ul,...,ur )' is r -vector of control
action, and prime is transposition sign, h—Const >0, U is open set of r -dimensional
Euclidian space E.

Vector-functions f(x_, y,u,t), (x,y,u,t)e E"xE"xUxT, (p(t),t el = [1‘0 - h,t; ] .
we will consider as enowgh smooth, and considered (admissible) controls u(.r),z eT as

enough piece-wise smooth on T (exact propositions on its analytic properties would
follow from the form of representation of finite results).

Function ®(x),xe E", which determine the functional (3), supposed to be
continuous with its partial derivatives up to the second order inclusively.

Admissible control a{t)r T, which is a solution of problem (1)-(3), we will
call optimal control (extremal).

It is known (see for example, [2,3]), that if optimal control in problem (1)-(3)
takes place, then it necessary should satisfy to the conditions:

8" T, 6) = —J_TH; ()it =0, vaule)e E(r, £7), 4)

‘u

f

820wy Ou) = — j{dx'(t)[}fﬂ (0)+ H,(t+ h)]ax(x) + 28 () H (1)) +

fn

+ 26O, ()8ule)+ 250 (A, (oule)+ Su(OH,,, ()oule) ol + (5)
+ ax'{e, b, (el Noule, )2 0, Vaul) e E(T, E*).
Here &'J() is first and 67./() is second variation of functional J(u), du(t) is control

variation u{f)}ze T, &f{t) is cotresponding variation of trajectory x(r)teT of system
(1), which is the solution of system
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§{t)= £ (&) + £,080)+ 1, (), 1eT,
al1)=0,r <t,3{)=&(r - h) 1 <4,
H(y/,x,y, u, r) = gyf(x, y,u,t), (l,(/, X, ¥V, U, v)e E'xE"xE"xUxT,
T
HGOAIT {H-m(w(z),x(r),y(r),u(:)mer,

0~
) 10,1 >4, 0,51

where u,ve {x, y,u},w(t) is solution of conjugate system [4]:
wl)=-H ()~ Hy(t +hheel, wln)=-@ (s ) wlr)=0,r >y
C (T,E ’) is class of piece-wise continuous vector-functions &u((),T - E”.

2. High order expansion of second variation of functional, caused by needle
variation. At first, we transform last member in (5).
The following identity is obvious

oo oat-n =S Lworose-mr, o

=) i=0 ¢,

(6)

where &{t),t <, is a solution of systems (6), 7, =t, + i#, nlt, ) is integer number, which
satisfies to condition #, —h<t, +nlt, Ya <1, ¥,{t), t[z-f.,+oo),r' = m is enough piece-
wise smooth matrix functions of size (rx n).
We suppose :
ol ) =0 () Bt} = 0.1 >0, ()= 0,6 21, i=Lnlr,). (8)
Then from (7), taking account of &r(t)z 0 for 1 <t,, we have

P ) Y ISR 3 P VR

j=0 %
where

1 =3 oty Ot nh

=l T,

nity )0

=Y, jax'(:)\a (e )le — in)dt.

i=0
e

Introducing into consideration two zero {(nxn) matrices with denotations
¥, (). ‘P,,(,““)(t) and taking account of (6), we obtain following expressions

Iy = aE ) (e = m + ’g"‘;{&,@) 8, ()~ i)t +
+ S OUOB0) £+ W0+ Rl - ml

i1y !]

=) [l O, 01, € - inaude - in)+ Q¥ -1+ (1)

=0 g,

(10)

Substitute (10), (11) into (9). Then we will have
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80 0. (i) = - S I O, )0t~ i)+ SO, ol - i -

i=0 n

o O+ 0RO - 01O+ 55 e W~

- ,}&” () f (:)lpl(:)wp(r)fx(z ) 1,0 - 0 0+ £ 1Y+ B

[

x &t — )t - Z fau O )+ 1260 6+ 2 QO f e~ im)+ £+ WP+ B)+
¥, (01, - G - D)lpde — inar (12)

Now, if matrix functions ¥, (). 7 ¢ [r,. +0), i =0,n(t,) we define as a solution of
linear problems of the form:
¥ ()=-£0%0)- 2,050 £6+ DR+ )= Ho o) - H,, e+ B} rel.n)
B 0= - £LOH 0O~ 1Of - 1) - [F 0+ 2Ol 0= £6+ B2+ 1)- (3)
~2H (1)t [ty + h,:,]’
‘:Pr (t)“ “f;(")\i’;(f) - LP:‘ (‘)f.:(f - fk)_ Tﬁ-l(t)fy (‘ - (‘i - l)h)” f;(t + h]"}’m (t + h)’
telt, +img )i=2nlt,),
¥ ()= -0, (x(0)) ¥ ()=0,1>4,
W (1)=0,0 21, i=Lnlt, ).

By the help of (12), (13) we can represent in the following form the second
variation of (*»)

57 Hasi) =3 s ), (10, (0l — i) + 800,01, (o — e — it —

Jnrr

(14)
-2 f[ax OH, (0)+ & (t hH , (t)]&u(r _[524 (), (e )sule kdr
Suppose, that dult)re 7 is needle variation
&‘(!):Jueﬁ",te[ﬁ,ﬂ+s), 15

10,1 T\[8,0 + ),

Here fel, a‘e(O,l, ——6‘,1(9)), moreover, [9,-,19: +&‘)c:7],i=m, where
By =0+n(@)h and T, is a set of points HeT\{ —ihi=0]2,.} such that
& =0,,...0,4 are points of smoothness of functions ult)x(hwlt)teT. Note, that

T\ T, is finite set.
It is obvious, that £< . Formula (14) in variation (15) with (6), (8) and £<h
takes from:
g ] g )+e
8 I du)=~ [u'H,,(thudr - 2i [u'qeYxlt + in)at, (16)
a =0 g
where
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20(0)= )+ S50+ %10
0/0)=3 ¥+ 07} i =10),

we will find expansion of second integral in (16) by powers of parameter & . For this aim
we will prove following auxiliary facts.
Supposition 1. For solution &(r),t e T of system (6}, corresponding to variation

{15) takes place expansion

&(8,)= s:ng—[/l(s ATAO) | il + s:gmo( M),
=d oo G
feT,uck ,ic{0),...nl@h ke 0L} ( '”') &

where 8, =0 + ih, As,t )1, <s <t <t, is solution of system of the form
Als.0)= FOAls, 1)+ £,{Als.e - B), 1, << st (18)
ﬁ(s,t)= 0,5 >t, /I(s,s) =FE,(E is unit (n x n) matrix).
Proof. Let ke {0,1,..-} is arbitrary fixed number. Validity of supposition 1 is

obvious for i=0.
If ie{1,2,.,n(8)}, then 1) using Cauchy formula on presentation of solution, 2)

applying Teylor formula and 3) taking account of smoothness of /?,(s,t) by se [ro,!) v

we have
,(;t:ﬁ)i N

5 )=ji%{s,t?,.)fu(s)udv=8T{i§[i(5s9i) 10) [

g | /=0 '

a7

+%[,1(s,9,-)fu(s)]ir v (S(k 9):)! }

_Z_-—[,l(séf)f(s)]’ o (1 1} (m) aeT,,

where § & [6,6 + 5), ( *“).., e,

Therefore, supposition 1 is proved.

By reasoning, analogous to conclusions was done for proof of lemma from [1],
we prove

Supposition 2. f cix(t),reT is a solution of system (6), corresponding o
variation (13), then following presentations take place:

&x(t)= nf[a,{,ﬂ, (axle — jh)+ b,(,-f_)] (t)s,ulr — jh)], teT, = ﬁ[ﬁj,ﬂj + s), m=12,..

J=0

where Squlr)= {&4(?)’ rel,
O,reT
ay! =a @)+ L ()al e ~ m)+ a0l e - (G- DR) j=00,m=12,...
O TAYE fx(f),fET o _ ‘fy(I),tET
ay (1)= a’ =
Qtel, i01eT,

ao )=0 t&(*oo +o0), 7 =2,n(@),... at I)(e‘)=0,r =0,l,..,

(19)
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BYe)= 60 )+ B e — jm) j=04,...

(£, G)eeT ; _ .

HlO =g ALY, =0, re{—o,+w} j=12.... 20

0 =10 ra T, ) ( ¥ (20)
Supposition 3. For the solution ﬁx(t), teT of system (6), corresponding to .

variation (15} and its derivatives, the following expressions ot the points
=@ + ih,i = 0,n(B) take place:

n !
—ﬁ;-&(q = srgmb (9 )u + S:ngD (49 j)l + szgmﬁ(g’”‘l
dt =§+0 j=0 (J )'

kei012,..} m=0],.,

where

Do, j)=_ia£’“”(9, UG, ) i =1n(8), j =0.k,r =0,l,..
) (21
pY)(e; j)— [Ma 61,8 gr0- 1 =1,100). j =0k

We continue mvestlgatlon of the second variation of functional on variation (15).
From (16), applying Teylor formula at the point #<7, and lLeibnitz formula on

differentiation of product, we obtain s

ft+s

52w 6u)= - I ‘H, (¢ udr - 25?[(}, (0)6x(6, )s +

k+l m m— d,' . . Sm-r] .
DWIE: n A e ., n H),*O(Sk )
m=] j=l lt= Harl) i
here ke {0} €/ =™
where E{ } m J'(m-—j)!

Therefore supposing Co =1 and taking account of supposition 3, we have:

0530~ b~ Zu”fzivd’i;,qwr,mbfw( -

1= =) f=]

(22)
n{d k+l m m I+m+<.
- 2“’2)222 wng” — q, (t)” ng01)[J (6, !)u————- 0(3‘”2).
1=0 f=i m=l jisl ( 1)‘("
let as simplify member before last one. lntroduce new index
v=l+m+1,v=L2,..,k +1, exclude from consideration index /=v—m—120. Suppose .
also m+1+ 4, p=12,..,v,m=pu—120. Then we will have:
n(d k+]l wm Frm+2 .
-2 f L oY) (e;1
u; ,;;f‘jgﬂgm T ,9’:], —as0 - l( )u(m+l}(l+l)‘ .
nl g K+ m ' -
:Zurfzzzﬂgmci - dt u— ! q“ li= BTUD_E;I(Q v #)”CH] ( } + G(Fk+2 )
i=0 w=1 p=1 j=0

Finally, introducing inte consideration sequence of quadratic torms
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K (6)[u u)=u Zf[@“ = Q,()lpgmbg (6,)+

=t =0

d
szgmi(';i_lcfil T q,()l,,,,wDE‘_)] 6.y - p)lu,

Ko (@ u]=w'H,, (6 ), Oelg.thv=12,.
we rewrite (22) in compact form:

527 ) = jKU(:)[u uli—23 K, (O, u](—)! (g"“} uek, (24

v=l

(23)

3. High-order optlmal ity conditions.
From (4), (3) follows classical necessary conditions of optimality (analogous of Euler
equation and Lagrange-Clebsch conditions):

H,(t)=0,uH, ([tJu=0,V1cT,, VucE . (25)
Definition 1. Admissible control u(!),! €T, which satisfies to the condition (25),

we will call singular of the order zero, or, simply, singular (in classical sense) at the
point 8, if a>0 is such that

E\(.a)= nKerKn(t);& P}k,
re[& B}
where Kerk, (t) is kernel of quadratic form K, (tIu,u], determined by (23],
[9,19 + af) cT.
Definition 2. Admissible control ult)t e T which is singular at the point 6, we
will call singular of the order k(k > 0) at the point 8, if following correlations hold
Ey(6,a)~ E(;k)= {0}, E,(6:8)n E(0,k +1)= {0}, vB e (0,2],
where
E(0,m)=[Kerk,{0).
i=]
If for the control u(t), t & T, which is singular ai the point 8, holds correlation
Ey0,0)nE@,k)= {0}, vie{l,2,.],
then we suppose the order of singularity to be equal to infinity of these definitions, from

representation (24} according to condition (5), we obtain validity of following statement.
Theorem 1. Let admissible control ult),teT is singular of the order

kke {0,1,...} at the point @ T, . Then for optimality u(t), t e T it is necessary validity of
g inequality

K, (e fu, u]<0 veels, 9+a)r\ﬂ,‘v’ueEo(9 a), (26)
K, (00w, u]<0, vu e E,(8.2) ~ EG;v), v=1.2,..k, (27)
where quadratic forms K ,,(flu,ul v=1,2,... are determined here by formulas (23}, (21)-

(19), (17).
Note, that this theorem is analogue of theorem from [1]. Conditions of the type
(26) with the help of another method was obtained in [3-6].
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