Transactions of NAS Azerbaijan 117

SALMANOVA Sh.Yu.

THE APRIORI ESTIMATE OF HOLDER'S NORM
OF SOLUTIONS OF DEGENERATE ELLIPTICO-PARABOLIC
EQUATIONS OF THE SECOND ORDER

Abstract

In the article a class of degenerate elliptico-parabolic equations of the second
order in divergent form is considered. For weak solutions of these eqautions the apriori
estimate of Halder's norm is proved.

Introduction. Let R, be an » - dimensional Euclidean space of the points
=(x|,...,x,), Q2 R, be a bounded # - dimensional domain with the boundary 82,

B}%O be an »- dimensional open ball of the radius R <1 with center at the point x% such
that B} <Q, BS =B, @ ={(xt):xeQ0<t<T<w}, Sp={(x.1):xec8Q,0<r<T},
I'(Or) be a parabolic boundary of Qr, ie. IQr)=s; U {.t): xeQ, 1 =0},

0o L0 o o (7T o o (T
Q; :B})é X(O,T), le :B;' x[?!TJ9 Q2 :BR' X[—, Js Qg:QRa QIO=Q13

424
o =(,,where R' =—

Consider the following equation in Of

_ IR IO
Lu= z 15 [,J,(xt) } a:( (r l)a:) = =0, (1)

with supposition that “a (x tm is a real symmetrical matrix with measurable in Oy

elements, where for all (x,t)e Qr and arbitrary »- dimensional vector &

y|§| Za,_, (x, 0 <y 1|§| y €(0,1] - const . (2)

i, j=1
Besides with respect to the function ¢{z} for z >0 the condition

0(0)=0,0(z)> 0, 9'(z)> 0, 0"(z) > 0, 0'(z) 2 p(z)p"(z), % 2 p (3)

be satisfied, where § is a positive constant.

The aim of the present article is the proof of the interior apriori estimate of
Hélder's norm for weak solutions of equations (1). Note that for the second order
parabolic equations in divergent form the corresponding result is derived in [1-2]. We
indicate monograph [3] in which the the Hdlder continuity of solutions of the second
order quasilinear parabolic equations was proved. As to the second order parabolic
equations in divergent structure we mention in this connection papers {4-61. Note that in
proof of apriori estimate of Holder's norm is the analogue of the classical Harnack's
inequality for non-negative solutions of equations (1) established in {7] is a basis
instrument.
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1. Some potations and definitions.

Let WZU be a Banach space of functions #(x,} given on Qr for which

1
n 2
Fwpriory =) 1 [uz X }dxdr
Or

i=1
is finite.

The function u(x,/)eW'(Qr) is called a weak solution of equation (1) if

f(z% uw, + o(T ~ 1, + u,w]dxdt =0 for every infinite differentiable function o{x,)
o\dj=l
vanishing on /" (QT) :

Here for i=1,...,n u; =Eu—.
xi
Denote by Co{Qr ) a space of continuous in Qr bounded function with norm
ll"”c[, (o)~ SQ‘ITP’“(’CJ ] '
Denote by C,{Or) a Banach space of functions u{x,t} satisfying in Qp the

Holder's parabolic condition with exponent «,0<a <1. The norm in this space is
introduced by the following way
’u(xl,:')—u
1.1

Jc2 ,tzl
"u“ca @)~ "“"Ca )" S:l :

(
&;,, o [l )b )f
A

Oy
3

o el ,12)

where p((xl,tll(ﬁrz,tz))z\ﬂt' --Izl+~.7c1 —xzr X

2. Lemma on oscillation.

For brevity we'll write sup and inf instead of esssup and essinf respectively.
We introduce the following notations:

M =supu, m=infu, M;=supu, m =infu,
Or Or O L

osc=M-—m, oscu=M| - m.
Or O
Lemma. Let u be a week solution of equation (1) in Qp and relative to the
coefficients of the operator L the conditions (2)-(3) be suatisfied. Then the following
inequality
oscu <@oscu 4)
& Ok
is valid, where constant 8 €{0,1) depends only on T,y,n and the function @ .
Proof. If u(x,t) is a non-negative weak solution of equation (1), then

l J'u(x, r)dxdt <supu.
mesCh 0, 0,

H’:




Transactions of NAS Azerbaijan 119
[The apriori estimate of Holder’s norm ]

On the other hand, according proved in [7] Harnack's inequality for these
solutions

supu < Cyinfu, (3)
h <
where constant Cj >1 depends only on T,y,# and the function¢ .
From inequality (5) it follows that

infu=Cyly. (6)

1
Let now u(x,t) be an arbitrary (not necessarily non-negative)} weak solution of
equation (1) in Q.
Allowing that Af —u and » —m are non-negative weak solutions of equation (1)
in 5, then from (6) we conclude

M-M2CT (M -p) my—-mzCT (p—m).
Adding these last relations we have the required estimate (4). The lemma is
proved.

] 0
Remark 1. The statement of this lemma is correct for cylinders Of and Q% . It

0 0
follows from that inequality (5) remains valid for cylinders g and Q] respectively.

. 0 0
Remark 2, Let se {%,1},9{ (s) =By, % !:[s - 1—16)?’, sTi! . Then Of - o (s)

and therefore according to (5)
supu<Cpinfu<C| inf u
0 x P
o3 0; o {s)
provided u is non-ncgative weak solutions of equations (1).

a
Thus lemma on oscillation holds for cylinders O (s) and

0 0
0% (s)=B% x(0,sT) respectively with constant 8 which is independent of s .

3. The apriori estimate of Hélder's norm,
We denote by Q , the set {x:x e Q.dist{x,00)> p} for p>0 and let

oF =Q, x(pz,TJ.

Theorem. Let # be a weak solution of equation (1) in @ and condittons (2)-(3)
hold with respect to coefficients of the operator L. Then for arbitrary p >0 the
following inequality

el oy < Colbdl o (7)
is valid, where o depends only on y,n, T,diamQ} and the function ¢ , but ¢y in
addition and on p.

Proof. Let (xl,tl) and (xz,rz) be two points belonging to O . Without losing
generality we can assume that p < min{l,%} .

We consider separately twa cases,
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1. At least one of above mentioned points belongs to €, x [:—65- r.T jl .
. 2 15
2. Both points belong to Q, x| p*, ET .
. 2. 1,1 13
Case 1. Let for definiteness +“ <¢’ and (x ¥, )e G, ET ,T |. Assume at first,

H
that (xz,tz)e B;‘, x(tl —pz,tl). Denote by my a natural number, such that
2
eB" o x|t =L P |
()|~ |

( 2 2) BIJ % tl pz t'
X, )e o 4lmt) —W, .

Hence it follows that

(8)

P[(x d l( ] W %)

Applying the lemma (allowing for remarks to it) to cylinders

XI 2 J{I 2
Bpm x(r’ AT’%’”—’II] and Bpm(“*') x[t’ -E%m’tl]’ m=01,.,m, -1 we have

osc  u<@™ osc u. (10)
B:Wnn "L _Ep’:?’fl] B; x(rlwpz‘fi)
Allowing that
"y ) <deyi0,)
from (8),(9) and (10) we conclude
2 mg 2 B+
lu(x],t')— u(xz,t ]s : oslc - u<20 “u"CU(QT) =§-8 l"”“c:u{;_)r} =
BP“”"X ! —WJ ]
g™ we’
2 1 ini6 2 1 pit i
ﬂa[léfmu j] “ "Co(Qr} 8 pzms nnm{ 6ﬁ+1):| " (11)

8 "uucn(Qr) pHn®” lnnm [p((x],! )’( ))TE’{&:_6 x
e ~Calp((x U I il

-1
p depends on 6, but C5- in addition and on p.

where constant & =

if (xz,tz)EB;;' x( ~p?, 1) then

ol 22 e 0,

and therefore
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1)l 2] g?%a—l—[p((xl,ﬂl(xz, A c0(0s) (12)

Case 2. Notice that for (x,t)c—: Q, x (0,;’—;7‘] equation (1) is elliptic, which the

constant of ellipticity depends only on y,T" and the function ¢ . Therefore according to

apriori estimate of Holder's norm for elliptic equation of the second order in divergent
structure [8] we conclude

W)l sl Vo o ey, 09

where the constant oy (0,1) depends only on y,n,T and the function ¢, but C4- in
addition and on p.

Let now a3 = minfa,a5}, Cs = max{C3,—220E—,C4} . Then from (11)-(13) the required
pe

estimate (7) with o =a3 and Cy =C5 +1 follows. The theorem is proved.
The author thanks her supervisor prof. I.T. Mamedov.
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SOLTANOV K.N., FAYZIYEV A.S,
ON THE COMPLEXITY CHARACTERISTICS OF SOME PROBLEMS
Abstract

The complexity characteristics of optimal algorithms theory for the problems
being solved approximately are considered. The connections of the complexity category
with other complexity characteristics, namely with entropy on assumption of the existence
of algorithm of approximate solution of given precision are investigated. With application
of the obtained result the estimations of entropy for some concrete tasks are obtained.

Investigation of the complexity issue of processes is of great interest in various
fields of science, technology and economics. The study difficulties of many problems
arising as example in projecting of modern technology, in planning on the different
levels in controlling of the systems, in scientific basing of the evolutionary processes
prediction and others are mainly of the same nature. Namely in all these processes it's
required to establish the principle solvability of arising problems, and for algorithmically
solvable problems it should be found out their physical realizability. In other words, it's
necessary to estimate the minimal volumes of those and other resources required for
realization of a solution. The absence of precise definition of the "complexity” notion
didn't usually impede its recognition and investigation on empirical level. Starting with
50-s of the XX-century with increase of production scale and control levels, the necessity
of investigation of appearing mathematical models arised. And consequently the
mathematical models of applied problems appeared for statements and solutions of which
the heuristic representations of complexity weren't sufficient. Hence, the necessity of
introducing of the precise definition of "complexity” arised. A.N. Kolmogorov was the
first who suggested the way to forming of complexity category, to investigation of its
properties and perspectives of its applications [1]. Later on the other directions of
investigations related to computational complexity, information complexity, energetic
complexity, complexity of schemes and others appeared.

One of the basic applications of the "complexity" category is the theory of
optimal algorithms for problems that are solved approximately. Here, by complexity of a
problem is meant the true intrinsic difficulty of obtaining its solution not depending on a
method of determination of solution. The key issue in such problems is the choice of the
best algorithm for the solution of a problem. The choice of the best algorithm is a
multicriterial optimization problem among which we can note: simplicity of program
realization, time, the volume of occupied memory, stability and so on. The investigation
that is necessary for characterization and construction of an optimal (in some sense)
algorithm for the given concrete problem is a difficuit mathematical task and requires the
significant effort. Only in very rare cases we can find the exact value of mathematical
complexity of the problem, more often one is able to estimate it. And besides it's natural
and is dictated with the notion itself.

Now we introduce the necessary definitions and notions.

Let ¥ and Z be linear metric spaces with the metrics py, p respectively. By an

information operator on Y we understand any {maybe nonhinear) operator N:Y - 7,

with
N()= M) Ny (), yeY

The least non-negative number », 0<#n<+cc for which it will be found the
linear subspace I” from Z of dimension » containing N(Y ) (in particular it can be




