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ALIEV T.A.

ROBUST COMPUTATIONAL TECHNOLOGIES
OF SPECTRAL ANALYSIS

1. Analysis Of Features Of Spectral
Analysis Algorithims.

1t will be shown below that in spectral analysis when the measured information
consists of the useful signal and interference the error of requed estimates depends on the
difference between the sum of errors of positive and negative products of samples of the
total signal and samples of cosinusoids and sinusoids respectively.

There, below various varianty of algorithms of balancing mentioned errors are
suggested. The mentioned algorithms at the expense of making the process of processing
of analyzing signal more difficult provide the robustness of required estimates [1,2].

In practice the principle of superposition of signals caa be used during the
analysis of the operation of linear elements and systems. This principle is based on the
following. If the input signal is represented as the sum of two signals then the output
signal is determined as the sum of the output signals which we would have at the output
of the system if each of the input signals acted separately. It is the exsiest method of
determination of the reaction of the lincar system or the linear part of the non linear
system to the input signal with unspecified form. Here the harmonic analysis is applied.
Just because of this fact the methods and the algorithms of spectral analysis are widely
applied in experimental works.

As shown above in spectral analysis the analyzed signal is represented as the sum
of harmonic components - sinusoids and cosinusoids the sum of ordinats of which at ¢ach
moment ¢ gives the magnitude of function.

x(;):a—“+Z(an sin nowt + b, cosnmi) » (1)
1=1
)]

where —U is the average value of the function x{¢) for the period T, o, and b, are the

2

amplitudes of the sinusoid and cosinusoid with frequency now .
The following inequality must take place to provide the sufficient accuracy of
representation of the signal as the sum of sinusoids and cosinusoids:

> alss, 2
J=1

where A’ are the squares of deviations between the sum of the right-hand side of the
equality (1) and samples of signal x(¢} in the moments of sampling #y,4,,....f,,..f,, with

the sampling step Ar; S is the permissible value of mean-root-square deviation.
In formula (1} in decomposing the function x{f) in trigonometric Fourier series

the value @ is taken equal to 27 /T and the coefficients g, and b, are determined so:
y
a,= % jx(t) cosnwtdt  for n=12, .., (3)
0
;

b :%.’[x(!)sinnm!dt for n=12,... 4

[
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Here the first harmonic has the frequency 2x /T, its period and the period 7 of
the function x(#) are the same. The coefficients o, and &, @, and b,, a; and b, are
the amplitudes of cosinuscids and sinusoids obtained for n=1, n=2, n=13 and etc.

In the theory the condition (2) for the given value S holds true for the periodic
signals x(1) without the interference &(¢). But in practice the legitimate signal x(z) is
accompanied by the certain interference £(¢), i.e. it is the sum g(#) = x(¢) + £(¢) . Because
of this the condition (2) does not always hold true. Nevertheless many important
problems are successfully solved by means of the application of the algorithms (3) and
(4) in many areas of science and engineering when the value of interference changes in
certain limits. But when the interference has the considerable value and the inequality (2)
does not hold true, the solving of the problems by means of spectral methods seems to be
impossible.

In practice when the anatyzed signal g(¢} is the sum of the useful signal x(r) and
the interference &£(f) i.e.

g(t)=x(t) +&(r) (5)

the formula (3) can be represented as follows:
.
a, = % G“[x(t) + 8(1)]{:03 not dt =

T

T t H
Z% jx(r) cosnatdt + _[8(!) cos na}tdtJ . (6)
K 0
In this case the fulfillment of the condition (2) can be real when
N7 by N g
> js(l)cosna)tdi => _[e(t_) cosnatdt . (N

=l 'rr =l L)

Here N',t,,1,,, are the quantity, the beginning and the end of the positive half-
periods of the cosnwf observed intime 7, N, 1,,,,¢,,, are the quantity, the beginning

and the end of the negative half-periods of the cosnwf observed in time T ;
Otherwise when that equality does not take place the difference

NP N g
Ay = Z js(t)cos neotdt — Z _[s(t)cos natdt (8)

=l g, =1y,
leads to the error of the estimate of the coefficient «,. The determination of the estimate
h, is analogous. At the same time as it follows from the expression (8) the difference

A, increases in increasing the dispersion of the &(f). The difference A, also increases if

there is the correlation between the useful signal g(¢) and the interference £(f) and
when the distribution faw of the analyzed signal g(7) differs from the normal. From this
point of view the errors of the estimates A, , 4, can be commensurable with the unknown
coefficients a,,b,.

In this connection it is necessary to develop the algorithms allowing to provide
the inequality S, >> )Lu" ,8, >> A, and the condition (2) by means of the elimination of
the cause of the appearance of the errors A, , A, for increasing the reliability of the

resuits of the analysis of the experimental data. At the same time it is necessary that these
algorithms must be robust i.e. they must allow to eliminate the connection between the
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values A, , 4, and the dispersion of the error £(¢) and it is necessary that the error of the

estimaie does not depend on the change of the form of the distribution law of the
analyzed signal, the coefficient of the correlation between the useful signal x(¢) and the

interference £(f) and efc.

2. Causes of Appearance of Difference Between Positive and Negative Errors
Caused by Interference.

Let us assume that the time 7 of observing the realization of total signal g(f)

consisting from the legitimate signal x(¢) and the interference &(t) is great enough,
Here, assuming that the function x(¢} is a sampled stationary non-centered random signal

x(iAf) with normal distribution law and &(f) is centered random signal with the
mathematical expectation which is equal to zero, m, = 0, then the formula of determining

coefficient a, is represented as

a, = %‘i [x(iA1) + £GAD] cosna(iAL) =

=]
= %i [x(iAf) + ;(iAr)] cos’ nw(iAt) +
i=l

N e
+ %Z [x(iAL) + £(iAt)]cos™ ne(iAr). (%)
i=]
Here for stationary random processes with normal distribution the result without
error is only when the ermors of positive and negative products

[x(fAr)wL ;(:’Ar):'cos nw(iAr) are balanced and the equations fulfilled.

2 4 2 &
— (iIAL)C AL = —
NZ&( Yeos na(iAf) NZ

i=l f=l

;(fm)cos mo(iAt)l, (10)

5 ¥ -
~ 2 g(iAt)sin nw(iAe) = ~ >

=1 =1

¢(iAf) sin na)(fAt)t. (1)

In practice the positive and negative errors compensate one another in most cases.
So as it was mentioned above many important problems can be solved in the
experimental research when the high accuracy of the obtained results is not required and
the equalities (10) and (11) do not take places. But due to the equality (6) the interference
causes the considerable influence on the result of the analysis for the wide class of the
objects. At the same time the result of the calculation has considerable errors. That causes
appearance of the difference between the sums of the positive and negative errors of the
pair multiplications i.e.
N' o A

%{.Z s(iAt) cos n(iAL) # %Z

i=1 =1

= (iAf) cos na(iAr)], (12)

N

%Nzé(fm)sinm(zm) “ %Z (iAL) sin nm(fm)(, (13)

1=l 1=
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N a AN e
Ay =~§Zs(fAt)cos nw(iAln %z e(fAtycosnw(iAf), {14)
1=l i=l
2 N s 2 Nﬁ o
By = FZg(sm) sin nw(iAr) — }GZ (iA)sin no{iAr)], (15)
i=t i=l

The values A, ,4, are the errors of the obtained estimates. The influence of the

interference £(¢)on the obtained results can be estimated by means of the values
Ay s Ay

They can be considerably greater than the given value S and in some cases can be
commensurable with the unknown value

’

DA, +4 )28, (16)

n=i
It is obvious that in practice solving the numerous problems by means of the spectral
method is not satisfactory.

3. Algorithms for Providing
Robustness of Estimates <, , b,,, .

As it follows from the above mentioned for the considered cases it is necessary to
determine the difference between the sums of the negative and positive microerrors and to
provide the condition (2} by means of the balancing of the microerrors for obtaining the
satisfactory result of the spectral analysis.

At the same time taking into account the formula (8) the determination of the errors

Ao, , A4, Of the estimates a,, b, can be represented as follows:

BN

MY A
A, = %{ 2 AL (iArycos” neGAn + > A (iAt)cos” nm(iAt)} -
e . a7
2 N . . N
% S |xGanycos” nogian|+ 3|, (iancos™ nm(m:ﬂ,
_ =l i=1
2 C ot v
Ay, :E{Zﬂ; (IA)sin® neo(idr)+ 3" A, (iAf)sin” rw(iAr) |-
=1 151
(18)

~ | AT A
—i{z X A sin” nm(fm)| + Z|/:;; (iAf)sin™ m(w)@_
il P

Here cos™ naw(iAf), sin™ na(iAt), cos™ ne(iAl), sin” nw(iAf) are the samples of the

positive and negative half-periods of the n-th cosinusoid and sinusoid respectively; N,

N7, N7, N7 are the quantity of the errors having sign ++,-+,+t-,-- respectively.
As it follows from the expressions (17) and (18) it is necessary to determine the
absolute errors A (iAf) for balancing the errors of the pair multiplications

g(iALY cosnwt(iAr)

A GAL) = dret - (i) . (19)

L]
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Here the arithmetic mean value of relative errors A of the samples g(iAf) is
determined as follows

1 N e
—- i\t
¥ ;a(e )

&, 20)
EEE(IN)

Arm‘ -

It is obvious that the determination of the relative errors A,; by means of that formula

o

is impossible because here only samples g(iAf) are known but the value of the

a

interference £(iAf) is unknown and its determination is impossible. At the same time the

value of the relative error of the samples 4, (J/Af) can be determined as follows:

rel
a 02

i iy = 60D _ Yz (A
s, 52 . 21)
2080 gy (

»

If we replace the values & *(iAf) and g *(iAr) with their arithmetic mean values the
value of the relative error can be represented as follows:

1 N oo 3
— > & “(iAt
N E (iAr)

_— ] N
llre _—— (IAI) o1
TN ;&a (22)

At the same time according to the expression (22) it is necessary to determine the

dispersion D, of the interference £(iAr) for determining the relative error Arat. For that

purpose can be used by means of the formula
N o o L} o o
D, = %Z[ g XA + glAN g(GAn) - 2 g(fA!)g(iAt)).
=l

Then A can be represented as follows

il

J%i{éum) RUALY+ g((G + 2)A0 giM) — 2 gliADG((i + 1)m)}
T = . (23)

FIY
J;,—Zg (iAt)

So the arithmetic mean relative error A, of the samples g(iAr) is determined as
follows

D,‘

Irel = \/—I—)—:: B (24)

It is obvious that the value of the microerrors can be easily determined by the
A, (JA1) by means of the formula (19) as follows

Ay (AN = A (iAr)- cos nw(it),
Ay, (i) = A, (iA1)  sin neo(iAt)
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for the sinusoids and cosinusoids.
At that time it is possible to determine the value of the improvement of the
robustness
- -
2 A + Zﬁ.;:(:‘A)}—
=it 1=

Ay =Ar = A = [

Nt N

li DATGAY Y A;:(m)} . (25)
NH L

A =2 =2 =| D ATEAN+ Y A(A) |-

= -
i i=h

Mt Nt
- { > A GADNY Y )L;:(iA)}. (26)
.r:--.r;" i=y
Here i**,i7,i"",i"” and N*', N7 , N , N7 are the indexes of the
summing and the quantity of the multipliers having signs ++ -+,+- -,
So the robust formulae of the determination of the coefficients of the Fourier
series can be represented as follows

al = %{Z\: [;;(iAt) cos n@{iAt) — AR ]} R (27}

=l
) N .
bl = —;;;{Z[g(iz\t)sin no(int) - A ]} : (28)
4 =l
It is understood that it is necessary to determine the sign of the error of the

samples beforehand for the realization of the expressions (25), (26). It is obvious that the
information about the sign of the error can not be obtained in the process of the

calculation. At the same timc the sign of the error of the sample g(iAf) can be
approximately determined by the sign of the increment of the sample i.e.

Ag(iAr) = glide) — g[(i - DAe]. 29
But the sign of the increment can be formed by the influence of the error and by
increasing or decreasing the useful] signal. In that connection the obtained value of the
robustness depend on the character of the change of the useful signal and the interference.
Otherwise it is necessary 1o know the sign of the interference £{iA?) for the realization of
that algorithm but that is impossible. Due to that the efficiency of the use of the
algorithms (25)~(28) is not high.
So it is necessary to change the robust aigorithms and eliminate that
disadvantage. At the same time those algorithins must be ‘technological’ i.e. they must be
convenient for the mass use by means of the PC.

4. Robust Technology of Determining
Coefficients of Fourier Series.

It is easy to show that assuming the equalities

o N
g(iAfycosno(irt) = J\ng(mr) cosnw(iAf), (30)
Y=
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gr(iAt) sin nex(iAd) = %i g;(e'At) sin nw(FAL) &1))]

=1

and taking into account the signs of the samples of the signal g(iAf) and cosinusoids
cosrw(iAt) the difference between the microerrors of the coefficients a, of the Fourier
series can be represented as follows [2,3]

M= Ao = Ay = {N;’J" Im;g(im)cos no(iA+ N, Doret g(iAt)cosnm(iAt)} -

- {NJ;_ Aoret é(fxﬁ!) cosn@(iAl) + NIt A v ‘é(im) cos nm(z’Ar)} . (32)

Taking into account the equalities

N =N"+N, (33)
N =N +N*", 34
that difference can be represented as follows

A =0 (NS = N YA gUiAT) COS n@(AL), (35)
M BN = Nj Vo g(idd)sin nw(iAD, (36)

1 1

o = A —_a—,
17 ﬁn 2 4

Taking into account that the algorithms of the spectral analysis are widely used in
many areas of the science and engineering it is advisable to create the technology of the

robust spectral analysis allowing to obtain more accurate estimates g, and b, than

obtained by the formulae (35) and (36) for the mnass use of that algorithms.
It is connected with that there is the part of the error in the expressions (35) and

(36) caused by the inequality /7" = I7~ that was not taken into account. For that purpose

it is advisable to determine the mean value of the multiplication 7 = g(iAf)cosnm{iAr)

4

and the mean value of the positive 77 =g(iAl)cosnw(iAt) and negative

11" = g{iAt)cosnw(iAfr) muiltiplication simuitaneously in the process of the calculation

N 9
of the sum Z g{iarcosnw(iAt) and also to determine their quantities N, N" and N~

=|

for the realization of the traditional algorithms.
At the same time for the case when N*=N" and [I" =11 the ignored error is

+ -

equal to o, V| ﬂ:efg(fAt)cosnw(s'At) - Z,{fxg‘;(im)cosnw(im) .
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If NT>N" and =i that value is equal to

+

a, [V - (v = )] o gty cosnaring — - T glint)cosne(iAr) } And if N*<N~

and 1" < II” that value is equal to

r [ S -
a,,[f\«’—(N;“ —Nlﬁ; )][Img(im)cosnw(mt) —Ere:g(mt)cosnw(fm) }

Taking into account those equalities the formula (35) for determining ;Li. can be
represented as follows:

0 Jor N =N and =1 |

a, (N, = N, ) et GUALY COSRIGAL +

+a, Nr:im: gUAf cosna (M) —

Irer(i:'(i/\.f)cusnw(im) } Jor N* =N and 117 %17,

@, (.-\-’;“ -N, )Imr gUAD cosnm(iAf) +

A =dva v -lv - N, )][Imé(im}cosnm(:’.’\r) -

_Ira;gb'(iﬂ.t)cosnw{i.ﬁf) jl for N' >N amd 1 > {17,

a, (N‘;"I - N, )In:! gUiAIycosna(il) +

+ @, [N - (A-‘{';” - N )][Imr f;‘(is\f) cosnm(if_\.f). - 37

l Arer é(J‘Ar}comw(EAr) :] Jor N7 <N and 717 <l

The combination of the sequence of the procedures presenting the robust
technology of the spectral analysis is represented below by means of the expression (37).
L. The dispersion of the interference £, and the arithmetic mean value of the relative

ervor of the samples 7, are determincd.

2. Thevalues 7%, IT7, N* u N~ are determined.

3. The conditions N* =N~ and 77' =}i" for which the use of the traditional
algorithms is recommended are checked.

4. 1f N* =N~ and I17 = [I” the following formula is used for determining the robust
estimates «

k4
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N —
af :}2?{2 g(Af cosna(idl)—a,\N,; - Nf,‘ A rat gUIAD) cosna)(iz_'\t)} .
i=l

5.f N* >N~ and /T* # /T~ the estimates g’ are determined by means of the following
expression

N - . i
ay :—i;{z gliatycosnw(iAl) - a, (N:" -N, Vet $(iAt) coSROOGiAT) ~
il

o [ o )]{Im.:é(im)cosnm GAD) — An g(iAf)cosnm(iAt) }}

6. I N* <N~ and [II' #II" the estimates a: are determined by means of the
following expression

=]

N oo _ a -
af%{ig(m!)cosnm(im)—an(N;H - N, )M.J g(iAycosno(iA) -

—a, [V -(N, -, )[Im GUALCOSHOGAT) — A g(iht)cosn(iAL) ﬂ

7.1f N* =N~ and /7" =I" the estimates a, are determined by means of the following

formula
N o

a,f:—j—f{z g(iAt)cosnw(iAr) —

i=l

1

—-a,N| Irefé(im)cosnm(im) —lr‘,;é(f/_\:)cosna)(m!)

The determination of the robust estimates b, is analogous.

References

(11. 1. Max, Methodes et techniques de traitemenr du signal ef applications qux mesures
physiques, (in French), Paris, 1981,

{2).  Aliev T A. and Alizadeh T.A., Robust algorithms for specival analyvsis of industrial object
rechnological parameters // Automatic Control and Computer Sciences. Allerton Press.
inc., New York, no, 5, 1999,

[3]. Aliev T.A. and Alizadeh T.A., Robusi technology for randon signal Fourier coefficient
estimation // Automatic Control and Computer Sciences. Allerion Press. Inc., New York,
no. 4, 2000,

Aliev T.A.
Institute Cybernetics of AS Azerbaijan.
9, F.Agavev str., 370141, Baku, Azerbaijan.

Received November 5, 2000; Revised January 29, 2001.
Translated by author.






