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SYNCHRONOUS PARALLEL ALGORITHM FOR AN ITERATED v
NEWTONIAN PROCESS

Abstract

In this work the development of a parallel synchronized aigorithm of an iteration
process for SIMD multiprocessor computational systems was considered. An r -parallel
algorithm is described by means of control structures and convergence issues studied.
And also the acceleration of parallel algorithm is considered.

§1. The construction of problem.

Let f(x)eC|a,b], f'(x)=0 for all xe[a,b]. Let’s suppose, that algorithm
given below is realized on type IBM SIMD with r -processors. At each iteration step by
given approximations x,,Xy,....,X,, of the root z it is required to compute » -numbers of
the next approximations:

Kestr = Py (xk,I;xk—l.ls'"’xtl,r)’ (1.1)
where 7 =E;.

For the parallel computation of the formula (1.1) we use one of local iteration

methods with the degree of parallelism which equals to » .
Definition 1. The local iteration methods with the degree of parallelism consists

of iteration functions {(Dk L RO R k> 0} which has the following properties:
al @, (z._,...,z) = (z,...,z);
b} forall k 20 there exists open interval [ ¢ [a,b] such that
it zel;
ii) (Dk(f{k.ll}r)g I .
fii) (Xn,Xl,...,X,( eI'AX, , =®(X,,.., X, ))
= éim X, =2,

-0

0

where X | = (x;.,] . I )

Let 5, = mflx,z - xx—,,' .

Definition 2. ff Jgim O-L;l =c¢ >0, then we'll say that the method has an order of
o o]

convergence that equals to 2. .
At each step of iteration on the given approximations of the (k + l)-th iteration it
1s required to calculate » -number of the next approximations:

xﬂ‘ I W
Hy T Ay T, : 7 WAL E 12
Hets T f(xu)_ f(xk,n.L) f(lk‘ ) ¢

™

Here i=12...,Fr-1; k=0,1.2,..
If i=r then instead of the formula (1.2) we can use the next formulas:
X, —X
Xeorr =% Lt fl ). (13) .

- ..f(‘xk,r j_ f(x;-,;j
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The method determined by the formulas (1.2) and {1.3) is called the paraliel
method of # -sections. It is a discrete analogue of Newton’s method from which we get it
by the substitution of derivatives by the relation of differences. It is easy to see that this
method belongs to local iteration method with the degree of parallelism. Note that we can
show the convergence order of the given method is bounded and equals to two.

§2. Description of parallel algorithm. The convergence of the method.

For the description of the parallel method of r -sections lets consider the case
when the computational system has three processors (r = 3). Then from (1.2) and (1.3)
we have

.2 B ¥

Xpe1l = ¥ ) f(x“)“ f(xk’z)f(xk,l)a (2.1
B N E I

Xpel,2 = Xg 2 f(x;(‘z )_ f(x,t‘g )f(xs-_z) , (2.2)
_ s T Xy

s =~ gy ) @

Now we describe the structure of control of parallel algorithm in order to
calculate formulas (2.1) and (2.3) by means of controlling expressions. The controlling
expressions are the expressions on a special language, describing the structure of control
of parallel program [1].

Using the control operators, we can give the structure of parallei program in the
following form:

begin
ProCess pigiriqyinid, end
path  rq:7:4, 04 end
piYo= fla )

Xy X2 )
(xk,I *

F:Xeny = X _Wf
2 k
riz, = f(x,('2 ),

I
PXpg S X - : X2 )

g1 X2 = Xy p CNE f( k,z)
izl = f(’%,s)»
g% —x M3 X Y

. + 3 Dl 3

2 k+}, k3 Zlk . },}c k
end.

. . Xy — Xy
Since the calculation of the values f(x) and SR can be divided

f(xﬁ.’.i)__ f(xf(,d-ﬂ)

then there are two interactive parallel process. The first part of the program contains all
control part given in the form of controiling expressions, the second part is the description
of operators denoted by names as by labels.

If the number of processors equals to » then the structure of the control of the
parallel program is determined by analogous way.
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Now let’s consider the convergence of the method. Let & be exact and x -
approximated roots of the equation f(x):{), being on the same interval [a,b]. Let’s
substitute equation f(x)=0 by the equivalent equation x = o{x), where ofx) is defined
and differentiated on the interval [a,b], moreover all its values ¢{x)e [a,5], ’(p’(x] <g<l.
Under these computations the iterations (167°) from {2, p.139} for every processor then
we shall get

|§ x‘k._a‘l S?_if}-lxk‘, - xk—l‘fl :
Here i is the number of the processor, £ is the number of iteration. If |q|<l ,

then |x, ; —xk_l_,‘ — 0, when & >, Soat n=> N we have

|x,(‘,- —x,,|<¢& and ‘ij -x; f-|< | g ¢
‘ - g
From which in particular it follows that if

1
ng,then |§_xk,:i‘“£'

So, we can say if for the 7 -th processor two sequential approximations x, ,, and

x,, coincide with the given exactness & then we can stop iteration process and x, , is

approximated solution of the problem.
§3. Acceleration of parallel algorithm.

The acceleration of parallel algorithm is the value showing how fast can be
solved the given problem while using the parallel algorithm in comparison with the
sequential realization of algorithm.

Let N be a number of initial problem and 7,{N) is a minimal step of parallel

algorithm {1.2)-(1.3) on the parallel IBM with the number of processor r > 1.
Let 7;{N} be a minimal step of sequential best algorithm. Then

1{N)
SAN)= a2 3.1
A=) G.1
is called the acceleration of parallel algorithm. Here we assume that at the estimation of
the acceleration in » -processor they all work with the same velocity.
Let’s consider the parallel algorithm for the iteration (1.2)-(1.3).
It is known that (see | 1]) for parallel computation of a resuit of the problem with

N input data by means of r processors it is required not more than m(r, N) steps where
mlr, N}=min{p,n) -+ max(O, l(N - 2"’)!;‘]),

(3.2)
pllog, r]. n=[tog, N].

The next estimation is true,
Theorem. If r < N then

s (N)= rTi{V)

rlog2r+(N—r)j

if r= N, then

-
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5,v)= 2,
log,»
if r> N, then
S,(N):—-—Tl(N ) :
log, N
Proof. By means of (3.1} and (3.2) we can get:

s (V)= L(¥)

(3.3)

minflog, #,log, N')+ max| 0,~

If » < N, then min(log, r,log, N}=log, r,

max O,N-—-r:!:N—-r .

i r r
If = N, then min{log, r,log, N)=log,r
max O,N'_r =0.

L ¥ -
If » > N, then min(log, r,log, N)=log, N
max O,N——r =0,

b ¥

Taking into account these expressions in (3.3) we can get:

FT'(N) if r<iN
rlog, r+ (N ~r)
S(N):<M, if r=N,
’ tog,r
M if r>N.
tog,»’

Hence we sec that the attained pay off in time is proportional to log,», i.e. one can
accelerate this problem on the quality log, ».
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