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HUSEYNOV H.M.
FINITE DIMENSIONAL INVERSE PROBLEMS
Abstract

in the present paper the inverse problems of spectral analysis for finite
dimensional thridiagonal matrix are solved We use the approach suggested in papers
{17, [2]. Unlike differential operators the solutions of inverse problems in given case
are strongly simplified. It is possible to consider the results of the present paper as
introduction 1o the theory of inverse problems and to use by integrating the initial-
boundary value problem for finite Tod’s chain {3].

§1. Direct problem of spectral analysis.

Consider the equations system
Jbuya +ag Vo = Ay,
Dy Yo T V0 + @Yo =4y, n=12,. N -2, ()
Ay Vy-2 FhyaYya = Ay,
where {y,, }f‘ is a desired solution, A is a complex parameter and
a,>0,Jmb, =0, n=0,1.. . N—1. 2)

The problem (1) is equivalent to the determination of the vector {y, };L satisfying the

equation
arz—lyn—! +bnyn +anyn+l :Aynv ”10‘!] '"‘JNr -1 (3)
and the boundary condition
ya=yy=0. (4)
We can write the equations system (1) or the problem (3)-(4) in the form of
Ly=A4y,
where v={(y,,...vy_, ), L is the Jacobian thridiagonal matrix
{by a, 0 0 .. 0 0
lay 6 a 0 . 0 0
¢ a b a ... 0 0
I— 1 2 2 (5)
P00 0 0 L oA, ay,
L 0 0 0 0 .. a,, by,

Denote by 7,(0,N - 1) a complex Hilbert space of the vectors y = {r, }:_0' with the scalar

product
Vo
(V’ZJ = Zy_fz.f :
1=0
Since the matrix L generates a self-adjoint operator in the space ,{0,N 1), it has N

number (subject to the multiplicity) real eigenvalues A,...,A, and N number
eigenvectors ¢,,....e,, , which form an orthonormalized basis. We remind the algorithm of




Transactions of AS Azerbaijan 8]
[Finite dimensional inverse problems]

structure for the matrix I of eigenvalues and eigenvectors. Let P,(1) be a solution of
the Cauchy difference problem

a, P () + 5,2, () + a, P, (W)= 28, (A), n=01...N -1, ©)

P2)=0. R4)=1. 7
Note that P,,(A) is a polynomial of degree n. By the condition (4) the roots of the
equation
P(a)=0

determine the eigenvalues A, , and the eigen vectors corresponding them will be

P2 )= (B AL B A ) Py (B )

N-l
Assuming e, =—1—P(lk), where a, =||P(3,,,]|2 = EPE(A,() we obtain the complete

Yy =
orthonormalized system of eigen vectors of the matrix L. The numbers «; are called

normed numbers of the boundary problem (3)-(4) (or of the matrix L).

The structure of the matrix L allows to make the properties of eigen numbers
more precise

Lemma 1. The eigenvalues A, are different.

Proof. Since the numbers A, are the roots of the polynomial P (), it is
sufficient to prove that P, (1, )=0 (we denote by poinis the differentiation by 1).
Differentiating the equation (6} by A4, we see that 2,(1) satisfies such equation

a,. B, (A} + b, P, (A)+ a, b, (A)= A8, () + P,(4), n=01..,.N-1.
We multiply this identity by P,(1), and the relation (6) by the polynomial £,(i) and
substract the second from the first. As a result we obtain

a, (‘Pn-l (’I)Pn (A’)H Pn—] (A)Pn (A’))_ a4, (Pn+l ()‘)Pn ()’) - Pm | (’I)Pn (A')): Raz (A)
Assuming here A=A, and summing by » from 0 to N -1, taking into account the
conditions (7) and P, {2, )=0 we have

Ay PN (}'k)PN-] (’1!:): ZP:E (’lk)- (8)

Consequently P, (A, )= 0. The lemma is proved.
Not restricting the generality we assume that A, <A, <...<A,. The following

Lemma is also easily proved.
Lemma 2. The Parceval equality equivalent to the expansion formula

illeﬂpn(&;)ﬂ'(lj):anb mk=01..N-1, ©)
=18

where 0,, is Cronecker's symbol, is valid.
Assuming n=k =0 in the equality (9) and using (7) we have
Corollary. The normed numbers a, satisfy the equality

N
Yo =t (10)
=1

Thus for the given operator L we construct its spectrum {/’Lk} and the basis from
the eigenvectors g, , 1.e. we solve the direct problem of spectral analysis.
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On the contrary knowing the spectrum {lk }f:] and the cigenvectors {ek }:=| , it s
possibie to restore the operator I by the formula

N
Lu=Y A (ue e, uel,{O,N-1).
k=1

However the matrix L has a special thridiagonal structure, it depends on 2N -1
parameters, and N’ parameters are contained in the spectral information {4,.e,}.
Therefore it is natural to expect that we can restore the matrix L using only a part of the
spectral information {2,,e,}. It is obvious that a specttum {A,} is not sufficient for
identical restoration of the operator L. Therefore it is necessary to have some more
information about eigenvectors. It appears that as an additional information we can take a
set of functionals from ¢, - normalized numbers o, .

We will call the quantities {4,,c, } the spectral data of the matrix L.

Further we’ll need the denotation of elements of the matrix L by the polynomial
P (1). Multiplying the equality (6) for 4 =4, by o%]}(l_,), then summing by ; and

!

using the relations (9) we obtain

N
bn‘zﬁﬁf(’l;), n=01..N-1. (1)
s, '
Anaiogously the following formulas are found
N A
a, = Z_-L}Jr! ()-_;')HJH (ﬂ-,)’ = O,l,,,,jv -2. (]2)
=1 e .

§2. Inverse problem of spectral analysis.

The inverse problem of spectral analysis is in restoration of the matrix I by the
spectral data {4, ,a, }
Theorem 1. For the sets of numbers {1, ,a, },::1 io be spectral data of the matrix

as {3) with elements satisfing the conditions (2), it is necessary and sufficient that the
conditions

N
DA =24, 2y Ya'=1 and a,>0, k=12,..N
1=l

e Sukfiled.
The necessity is proved in §1.

It is possible to prove the sufficiency using the following well known lemma
(4], p.316) and the formulas (11), (12).

Lemma 2. Let such different real numbers 2, sArsn Ay and the positive numbers

N
oy, 05,0  be given that Za;l =1. Then there exist unique polynomials
s=h
Py (ﬂ.),ﬂ(&),...,PN_, (A} with deg P, (1) =k and positive leading coefficients satisfying the
conditions (9).
The theorem is proved.
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Such an approach to the solution of the inverse problem (i.e. analogue lemma 2)
is not suitable for differential operators. So we give another method — the Gelphand-
Levitan-Marchenko method which is widely used in the theory of inverse problems and
for another operators,

Denote by ;’n(i) a solution of the equation (3) satisfying the conditions
Py (A)=0, ;’o(l)zl, in the case a, =1, b, =0. Since £,(1) is a polynomial of degree

nand P, (l), JF=01..,n from a basis in the set of polynomiais of degree not more than
n, then the following one-valued representation (transformation operator) hoids.

[+] ﬂ—l a
}’,,(A.)zyn[Pn(A)+ Sy Pm(i)}, n=0l..N, (13)
m={

where the coefficients of the ¢quation (3) and the quantities «,,K,, are connected

ne

among themselves by the equalities
ay :yn";yrui! Yo :l’

bn = Kn,n—l - Km-l,n?
14
as =1+ Kn,n—2 - ann.n—l - Kn+],n—] s ( )
arf—lKn—l.m + anmn + Kﬂ+1,m = Kn,m+l + Kn,m—] .
Using (13) we have
N o r n-1
Z_P"(A.J)P"(A;):}JH ‘F;I-\ + ZKmn‘Fm.s} : (15)
7=l a_f’ I_ m=0
where
M 1 o o
F =Y —P.1,)P.(2,). (16)
J=1
Since the expansion
P:(A)=3 P, (1)
k=0
holds, then by virtue of (9) we obtain
| ° 1
>—~r )P 4)=—5,, n20, s=01..n.
Jr'.:l a'j ’ | yﬂ
Taking into account these relations in (15) we have
a1
F,+> K. F. =0 0<s<n n>l, (17
m=0
] H-1
— =F, + ZKH,,,F,,,,?, n=01,..N-1. (18)

h =0}
The equation (17) is the basic equation of the inverse problem. This equation allows to
solve the inverse problem. Really, let the quantities {it_‘,.,aj} satisfying the conditions of
theorem 1 be given. Let’s determine the quantities ¥, of the formula (16) and consider a
non-homogeneous system of the equations (17) with the unknowns X,,.X,,....K, ., .

Lemma 3. For any fixed n the system of equations (17) is identically solvable,




84 Azarbaycan EA-nin Xxoborlori
[Huseynov H.M.]

Proof. It is obvious that the vectors

] o
—= ——= P2 )],
L a]\l
are linear independent and from {16) we have
FH.‘F = (éﬂ -’é\\') b
The basic determinant of the system of the equaticns (17) is the Gram determinant of the
vectors &,

;)n(/\r] Rn 20,],...,N -1

detfF, ' =det{(e,2 )} .

i
consequently, it is positive,
Lemma 3 is proved.

Lemma 4. Let K,,, m=0,1,...,n—1 be a solution of the equations system (17}.

Then
F_+ ZKMFW >0, n=0l..,N-1.
=l
Proof., It follows from the formu]a
A
+ Kmn J 0] = 1
?E} An i

where

A, =det{}§f }:‘ -det{(e e, )} o >0

Thus we can find the coefficients a,.b, of the desired equation from the formula
(14), where y, is determined by the formula (18).

§3. Inverse problem on two spectrums.

Consider the boundary value problem

Byt T bnyn +a, Ve = A‘yn? n=L2_ . N-1, (19)
Vg =yy =0. (20
We can write this problem in the form of
Liy=24y,

where L, is a matrix which is obtained by truncation of the first column and first row of
the matrix L (see [5]). The matrix I, has the same structure as L. Therefore it has
N —1 number different real eigenvalues g, < g, <...<u,_ ;. If we denote by {Qn(l)} a
solution of the equation (19) satisfying the conditions Q,(1)=0, Q(1)=1, then it is
obvious that the eigenvalues u, will be zeros of the polynomial @, (1), e O, (Juj}-——O,
j=12,.. . N-1.

In the present item the problem of determination of the matrix L on two
spectrums i.c. on eigenvalues !(;L_I-} and { _!-} is considered.

At first we’ll prove the following lemma on mutual disposition of the spectrums
of the matrixes L and L.

Lemma 5. The cigenvalues of the boundary value problems (3)-(4) and (19}-(20)
alternate, i.c.
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A<y €y <ty < <Ay <y <Ay
At first show that A, # g, (i=12,.,N; j =1,..N —1). Assume the contrary.

Let 4, =pu, (= I), ie. Py (I)z Oy (A')= 0 . Then for the Wronskian solution {0,} and
{P,} we have

Wi, 2}= a0 ()0 0)- 0,00 Jp )
= Ay (QN—l (’l‘ )PN (l' )_ Ov (’1* )PN—1 (;L‘ )): 0,

i.e. the solutions Q,,(l') and P,,(/l‘) are linear dependent, that is not possible, since by
virtue of the mutual conditions {J, (l'): 0, R](;L"): 1. Thus, A, #u,.

We assume f,(1)}=0,(1)+m(L)E,(1) and require that £, (1)=0. Hence it
follows that

m(l)z—?):—((j)). 21)

From this formula it is obvious that m(1) is a meromorphic function, where its poles and

zeros coincide with the eigenvalues of the problem (3)-(4) and (19)-(20) respectively.
Differentiating the equation

an—l ;1—1 (;I")+ bnfn (j’)-" alﬂf;1+] (2'): ;‘.'fn (;{’) (22)
by A, we see that the function £,{A) satisfies the equation
an—lfn—i (l)-'- bnfn (A’)+ anfn-—] (;{’) = fn (’1’) + A’fn (2') *
Hence it follows that

$ 20)=a (1 (AR - HOIAR)-

n=1

- i+ MR- (IR )+ ) )
- )< 0 | ) - 120

o,
or

’:g';f;sm:aom(x).

Taking into account that for real A the left hand side of obtained equality is positive, we
get that the function m(1) monotonically increases in the intervals (- 0,4,), (4,1, ),

...,(}LN_M) . On the other hand it is obvious that

limm{a)=0, Liﬂﬂm(;.) = +o0, 1_!321_0",(1) - .

Therefore in the interval {—,,) the function m{A) has not solutions and in each
interval it has one root (4,4, ).

The lemma is proved,
Now we deduce a formula with the help of which it is possible to determine the
number a, - normed numbers of the matrix L, on known two spectrums 4;,...,4,, and

Hiseeos iy Of the matrices L and L, respectively.
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We multiply the relation (22) by 2,{A, } and the relation (6) by the polynomial
7.{1) for A =2, and substract the second from the first and sum by #. As a result we
get

()* Ay )Zfﬁ(l)}) (A'k) Z{“n—\(fn |( ) (’l ) |(A;c ).fn(l))_
~a (f,,(l] T.(Ak) YAV

or

N1

(=221, A0, ) =4

n=l)

Assumting here 4 — 4, we have
a. =20 Py (’lk )
v = L
O (4,)

On the other hand since

Py (;L) =

(k= 7)o 2= A QylR) =i )2 = )

0@--y Ayl
we finally obtain
N
1,.___[;(;L* - l_x‘) _
Q=55 (23)
}:I](Ak - Ju;)
where the symbol I1' means that in product the member with the nnumbers & is omitted.

Theorem 2. For two sets of the real numbers (%, }i\;, ) to be the
spectrums of the matrixes L and L,, where L is a matrix as (3) with elements
substituting the conditions (2), the matrix L, is obtained from the mutrix L by truncating
the first column and the first row, it is necessary and sufficient that they are alternated,
e,

A<y <Ay <<y <Ay

Proof. The necessity follows from Lemma 5.

Sufficiency. Let two sets of the numbers {/1,{} and {,} with indicated above
properties be given. We determine the number «, by the formula (23). From alternation
condition it follows that all o, are positive. On the other hand for sufficiently large R
we have

) d emlfis) 1 ¢ Gl )
Y IR A R e LT G

Nl
L A . { [-I-Hd Al 4o go(J;JdA.
2m|‘1|=R AN+ Zmul_k A "‘?a!l|:!€ A

Assuming here R — o we obtain that Z-—~ =1.
k= O

Thus the sets of the numbers {A,,a,} satisty the conditions of theorem 1

consequently there exists the matrix L as (5) with elements satisfying the conditions (2)
for which {kk ,ak} are its spectrum data. Denote by L, watrix which is obtained from the
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matrix L by truncating the first column and the first row. lLet f<..<pf,, be
eigenvalues of the matrix L. To complete the proof of the theorem it is sufficient to
show that yu, =g, k=1L..,N -1,

On the one side we have the formulas (23). Further, analogously we obtain that

N
i -2,)
S=1

o, = WT__M_ .

1, - ,)

Comparing these two formulas we arrive at equalities

N-1

110 ) 1102, 7). k=128

J=
; N-l - N1
Thus, the polynomials ({1)= I_Il(ﬁ.,( - lutj), o1)= HI (&, - ;"I;-) of degree N —1 coincide
g= i= : ’

in N different points. Therefore O(1)=0(4), ie. u, =H,, j=12,...,N~1

The theorem is proved.

Remark 1. Analogously we can investigate the inverse problems for the
difference equation(3) with indivisible boundary conditions, in particular with periodic
and antiperiodic boundary conditions.

Remark 2. Another variants of the inverse problems for the matrix [ are
considered in article [5].
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